Abstract. Some have suggested that strategic voting should be most likely when a preferred candidate trails behind two narrowly separated competitors. Others have proposed a bi-modality hypothesis: either desertion of all but two candidates, or an exact tie for second place. Our formal theoretical analysis of the incentive to vote strategically in three-candidate elections allows for aggregate uncertainty over the candidates’ popularities. We predict multi-candidate support and that, after controlling for the distance from contention of a preferred candidate, strategic voting should be more muted in close-race districts. We examine voters in England from recent General Elections. Our predictions find support in the data, while the informal argument and the bi-modality hypothesis do not. A simple calibration exercise suggests that the precision of information available to voters is moderately low; equivalent to observing a random sample of around 10–12 voting intentions from other members of a voting district. That same exercise suggests that only some voters (approximately 35–40%) are instrumentally motivated.

It is sometimes argued informally that a voter’s desire to vote strategically will be strong if her preferred candidate is expected to trail behind other closely matched candidates; that is, if the “distance from contention” (of the preferred candidate) is large and the expected “margin of victory” (between the others) is small. Our formal analysis of three-candidate plurality-rule elections allows for aggregate uncertainty over the candidates’ popularities. After controlling for the distance from contention, we show that the incentive to vote strategically should be higher (not lower) in close-race districts. Furthermore, the size of this marginality effect should be relatively weak. We find empirical support from election outcomes in English constituencies. Furthermore, our model explicitly predicts the propensity to vote strategically in different constituency situations and so we are able to calculate the theoretical likelihood of strategic voting across England. A calibration of our model suggests that the pattern and incidence of strategic voting might best be explained by a world in which some but not all voters are instrumentally motivated, and where instrumental voters face substantial uncertainty about their district situations.
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The “distance from contention” and “marginality” hypotheses are motivated by the absolute likelihood of pivotal events. However, what should matter is the relative (not absolute) likelihood of such events; rather than ask “will I be pivotal?” a voter should ask “which candidates will tie if I do turn out to be pivotal?” In a close race the probability of a tie between the leading candidates may be higher than in a safe district, but a tie involving a trailing candidate may be more likely too. Informal arguments say little about the relative size of these effects.

In established formal models (Palfrey, 1989; Myerson and Weber, 1993; Cox, 1994) voters’ decisions are independent draws from a known distribution, and so (in a large electorate) any tie almost always involves the two leading candidates. This implies that a voter should vote for her favorite amongst these two. However, plurality-rule systems generally exhibit multi-candidate support: beyond the United Kingdom cases documented here, examples include Canada, India, and (formerly) New Zealand (Chhibber and Kollman, 1998; Gaines, 1999; Cox and Schoppa, 2002; Diwakar, 2007). To obtain multi-candidate support, Cox (1994) constructed an equilibrium in which a precise fraction of supporters of a leading candidate switch to a trailing candidate to create an exact tie for second place. This requires exact knowledge of the candidates’ true popularities, and the topsy-turvy nature of insincere voting means that such equilibria are unstable (Fey, 1997). Nevertheless, such equilibria underpin the bi-modality hypothesis (Cox, 1997) that the “SF ratio” of support for the second to the first loser should be close to zero or to one.

These existing theories do not offer comparative-static predictions, and the data do not support the bi-modality of the SF ratio. These theoretical models also rely on voters’ perfect knowledge of their district situation. Cox (1997) commented that a condition “necessary to generate pure local bi-partism is that the identity of trailing and front-running candidates is common knowledge . . . if who trails is not common knowledge, then an extra degree of freedom is opened up . . . ”

Empirically, voters do have imperfect and different beliefs (Evans and Heath, 1993; Abramson, Aldrich, Paolino, and Rohde, 1992) and so we seek to open up this degree of freedom.

We present a formal theoretical analysis of strategic voting incentives in the presence of aggregate uncertainty about the candidates’ popularities. We find that the incentive to vote for one of the two perceived leaders is not overwhelming, and so not everyone votes strategically. One comparative-static prediction is uncontroversial: fixing the expected margin of victory, the strategic-voting incentive grows with the distance from contention of a preferred candidate. However, another prediction overturns the marginality hypothesis: if the distance from contention is
fixed then the incentive to vote strategically is lower, not higher, in closer races. We also find that the marginality effect is substantially weaker in size than the distance-from-contention effect.

Our predictions also hold in a game-theoretic setting. We extend the model of Myatt (2007) to incorporate a fraction of non-instrumental voters and to develop further comparative-static results. The marginality effect is again opposite to that of traditional intuition, and it is weaker than the distance-from-contention effect. Furthermore, the willingness of instrumental voters to act strategically is inversely related to the fraction of instrumental voters within the electorate.

The constituencies of England offer a prime example of three-party competition under the simple plurality rule. We investigate comparative-static predictions using data from the 1987, 1992, 1997, 2001, 2005, and 2010 British Election Studies. Those data are inconsistent with the marginality hypothesis of the informal intuition. Instead, the data fit the pattern of strategic incentives generated by our voter uncertainty model: after we control for the distance from contention of a preferred candidate (this is a strong predictor of strategic voting) we find a (much weaker in strength) increase in strategic voting in response to a wider margin of victory.

Our formal model generates a strategic incentive variable which varies with the expectations of the candidates’ vote shares and the precision of beliefs. We are able to calculate the distribution of that incentive across English constituencies and so predict the likely incidence of strategic voting. A calibration exercise suggests that the belief precision is moderately low (equivalent to that obtained by sampling around ten independent voting intentions) and that not all voters (a little over one third) are instrumentally motivated. This suggests the use of formal models which incorporate both significant aggregate uncertainty and also a broader range of voter motivations.

A Voting Model with Aggregate Uncertainty

**The Election.** In a three-candidate plurality election, a voter (“she”) contemplates the behavior of \( n \) others. Amongst them, \( x_j \) is the number of votes cast for candidate \( j \in \{1, 2, 3\} \). The three vote counts form the vector \( x \in X \), where \( X \) is the set of possible outcomes. The candidate receiving the most votes (including the \((n + 1)\)th ballot) wins. Ties are broken at random.

---

3Recent experimental and empirical evidence also suggests that aggregate uncertainty (Bouton, Castanheira, and Llorente-Saguer, 2017) and mixed voter motivations (Spenkuch, 2017) are both important.
Beliefs. An IID (independent and identically distributed) specification for a voter’s beliefs is summarized by a vector $p$ from the unit simplex $\Delta$, where $p_j$ is the probability that a vote is cast for candidate $j \in \{1, 2, 3\}$.

Any idiosyncratic uncertainty is averaged out in a large electorate: if $n$ is large then vote shares are almost always close to $p$.

Here, however, the voter is uncertain about the electoral situation: she does not know $p$. This (aggregate) uncertainty is captured by a continuous density $f(p)$ with full support on $\Delta$. Others’ actions are seen as only conditionally independent; unconditionally they are correlated. Taking expectations over $p$,

$$\Pr[x] = \int_{\Delta} \Pr[x \mid p] f(p) \, dp$$

where

$$\Pr[x \mid p] = \frac{n!}{x_1!x_2!x_3!} p_1^{x_1} p_2^{x_2} p_3^{x_3}.$$ (1)

Payoffs. An instrumental voter cares about the identity of the winner. Her payoff (a von Neumann-Morgenstern utility) for a win by candidate $j$ is $u_j$, where $u_1 > u_2 > u_3$.

Pivotal Probabilities and Optimal Voting in Large Electorates

Here we examine the probabilities of pivotal events (in which a vote makes a difference) as the electorate size grows. We then find the instrumental voter’s optimal decision rule.

Aggregate Uncertainty in Large Electorates. A voter faces two sources of uncertainty. Firstly, she is uncertain about $p$; this is aggregate uncertainty. Secondly, conditional on $p$ she is uncertain of the realized decisions of others. A large electorate eliminates the second (idiosyncratic) source of uncertainty, and so beliefs are entirely determined by aggregate uncertainty.

If $n = x_1 + x_2 + x_3$ grows large then $\Pr[x \mid p] \propto p_1^{x_1} p_2^{x_2} p_3^{x_3}$ becomes sharply peaked around its maximum at $p = x/n$. This means that the density $f(p)$ only matters local to this maximum, and so (for large $n$) we can replace $f(p)$ with $f(x/n)$ in the integral of equation (1). So,

$$\Pr[x] \approx f \left( \frac{x}{n} \right) \frac{n!}{(n + 2)!} \int_{\Delta} \frac{(n + 2)!}{x_1!x_2!x_3!} p_1^{x_1} p_2^{x_2} p_3^{x_3} \, dp = \frac{f(x/n)}{(n + 2)(n + 1)} \approx \frac{f(x/n)}{n^2}.$$ (2)

The central equality is obtained by spotting that the integrand is the density of a Dirichlet distribution, and our use of the symbol “$\approx$” is made precise in the following formal statement.

Lemma 1 (Probabilities in Large Electorates). $\lim_{n \to \infty} \max_{x \in \mathcal{X}} |n^2 \Pr[x] - f(x/n)| = 0$.

4The relevant unit simplex is $\Delta = \{p \in \mathbb{R}_+^3 : p_1 + p_2 + p_3 = 1\}$. Similarly, $\mathcal{X} = \{x \in \mathbb{Z}_+^3 : x_1 + x_2 + x_3 = n\}$.

5We note that $p$ does not necessarily represent voters’ true preferences, but instead captures voting intentions; the votes of others might incorporate their own strategic voting decision.

6Voters care only about who wins their own districts. The model of Hughes (2016) allows payoffs to depend on which government forms. His voters must consider the likely outcomes in other constituencies when deciding how to vote.
In large electorates, the fraction of votes cast for each candidate is close to \(x/n\) only when \(p = x/n\), and so the relative probability of observing such an outcome is determined by the density \(f(x/n)\). Moreover, the probability of each electoral event declines at the same rate \(1/n^2\); in an IID specification, outcome probabilities go to zero at different rates as the electorate size increases.

**Optimal Voting.** Given that \(u_1 > u_2 > u_3\), a voter optimally chooses between candidates 1 and 2. Her vote only matters when it breaks a two-way tie to determine the winner, or when it creates a tie (and so prevents an outright win) in a near-tie situation when either 1 or 2 are one vote behind the leading candidate. (Three-way ties are much less likely, and play no important role.) Focusing on these pivotal events of interest, Table 1 reports exhaustively the expected payoff from votes for the alternatives under each relevant pivotal event. The asymptotic behavior (as the electorate grows) of pivotal probabilities is characterized in our second lemma.

**Lemma 2 (Tie Probabilities).** The probabilities of two-way and near two-way ties satisfy

\[
\lim_{n \to \infty} n \Pr[x_i = x_j > x_k + 1] = \lim_{n \to \infty} n \Pr[x_i + 1 = x_j > x_k + 1] = p_{ij},
\]

where \(p_{12} = \int_{1/3}^{1/2} f(z, z, 1 - 2z) \, dz\), \(p_{13} = \int_{1/3}^{1/2} f(z, 1 - 2z, z) \, dz\), and \(p_{23} = \int_{1/3}^{1/2} f(1 - 2z, z, z) \, dz\).

As the proof (in the appendix) shows, equation (3) follows from the application of Lemma 1 and summation over outcomes \(x\) that constitute a two-way tie. This summation converges to the stated integral, which ranges over constituency support levels \(p\) satisfying \(p_i = p_j > p_k\).

An instrumental voter optimally backs candidate 1 whenever the expected difference (between the two options) is positive; she backs candidate 2 otherwise. Allowing the electorate to grow, we can replace the probabilities of the pivotal events with the expressions \(p_{12}, p_{23},\) and \(p_{13}\). Doing so, we obtain the following proposition which characterizes optimal strategic voting for large \(n\).
**Proposition 1** (Optimal Voting Decision). *If the electorate size is sufficiently large, then the instrumental voter should vote strategically (for her second-preference candidate) if and only if*

\[
\frac{u_1 - u_3}{u_2 - u_3} < \frac{p_{23} + 2p_{12}}{p_{13} + 2p_{12}} \quad \text{or equivalently} \quad \tilde{u} < \Lambda \quad \text{where} \quad \tilde{u} \equiv \frac{u_1 - u_2}{u_1 - u_3} \quad \text{and} \quad \Lambda \equiv \frac{p_{23} - p_{13}}{p_{23} + 2p_{12}}. \quad (4)
\]

**Strategic Voting Incentives.** \(\tilde{u} \in [0, 1]\) is a voter’s allegiance to her first preference: the numerator is the benefit of her first relative to her second preference; the denominator is her desire to defeat the third candidate. \(\Lambda\) is positive if and only if the second choice candidate is more likely than the favorite to tie with the disliked candidate. If so then \(\Lambda \in [0, 1]\) proportionally measures the incentive to vote strategically. This translates into the probability of a strategic vote: if \(\tilde{u} \sim H(\cdot)\) then \(\Pr[\tilde{u} < \Lambda] = H(\Lambda)\). If \(\tilde{u}\) is uniformly distributed then this probability is simply \(\Lambda\).

**The Incentive to Vote Strategically**

We now specify parametrically the form of beliefs about the underlying popularity of the candidates, and we identify the conditions under which a voter should act strategically.

**Dirichlet Beliefs.** The Dirichlet distribution for \(f(p)\) arises naturally when a voter samples the voting intentions of others.\(^7\) Specifically, suppose that a voter with a uniform prior over \(\Delta\) observes the voting intentions of a random sample of \(s\) others. If \(y\) is a vector where \(y_j\) is the number in the sample who support \(j\), so that \(y_1 + y_2 + y_3 = s\), then \(f(p \mid y) \propto \Pr[y \mid p] \propto \prod_{j=1}^{3} p_j^{y_j}\). This is the kernel of a Dirichlet distribution. For convenience, define \(\pi_j = y_j/s\), the sample fraction who support \(j\), and assemble into the vector \(\pi \in \Delta\). With this formulation,

\[
f(p \mid y) \propto \tilde{f}(p) = \left[\prod_{j=1}^{3} p_j^{\pi_j}\right]^s. \quad (5)
\]

\(\pi = \arg \max \tilde{f}(p)\) is the modal belief, while \(s\) indexes the precision of beliefs around this mode.

In the Dirichlet case, the asymptotic probabilities of two-way ties and near two-way ties in large electorates (these are the terms \(p_{ij} = \lim_{n \to \infty} n \Pr[x_i = x_j > x_k]\) from Lemma 2) satisfy

\[
p_{ij} \propto G(\pi_k, s) \quad \text{where} \quad G(\varpi, s) \equiv \int_{1/3}^{1/2} \left[z^{1-\varpi} (1 - 2z)^{-\varpi}\right]^s dz, \quad (6)
\]

where \(i, j, k\) are three different candidates. Equation (6) gives us the next result.

\(^7\)McKelvey and Ordeshook (1972) and Hoffman (1982) defined beliefs directly over \(X\), using a continuous approximating density. The analogue here is the density \(f(p)\). They specified uniform and Gaussian kernels.
**Lemma 3** (Strategic Incentives with Dirichlet Beliefs). For Dirichlet beliefs,

\[ \Lambda = \frac{G(\pi_1, s) - G(\pi_2, s)}{G(\pi_1, s) + 2G(\pi_3, s)}, \]  

where \( G(\varpi, s) \equiv \int_{1/3}^{1/2} [z^{1-\varpi}(1 - 2z)^s] \, dz \). \( G(\varpi, s) \) is a decreasing function of \( \varpi \), and satisfies \( G(\varpi, s) = 2^{\omega_s} \text{Beta}(\frac{1}{3}; \varpi s + 1, (1 - \varpi) s + 1)/2^{s+1} \) where \( \text{Beta}(t; a, b) \) is the incomplete beta function.

The strategic incentive \( \Lambda \) forms the basis for our comparative-static predictions. Before deriving those predictions, however, we find the situations in which that incentive is positive.

**Risk Population.** A voter should consider a strategic vote if and only if her favorite is less likely than her second preference to tie with the disliked candidate. In a large electorate this is true (from Lemma 3) if and only if \( G(\pi_2, s) < G(\pi_1, s) \), which holds if and only if \( \pi_2 > \pi_1 \). Note that this does not require a voter's favorite to be in (expected) third place.

**Proposition 2** (Risk Population). Under the Dirichlet specification, and in a large electorate, a voter faces a positive incentive to vote strategically if and only if she expects her favorite candidate to trail behind her second-preference candidate. That is, \( \Lambda > 0 \) if and only if \( \pi_1 < \pi_2 \).

Fisher (2004) and Kselman and Niou (2010) also claimed that a strategic vote only makes sense if a second choice is expected to place ahead of a first choice, but did not offer a proof.

**The Precision of Beliefs.** The incentive to vote strategically is present even if a voter’s favorite is in a strong position, so that \( \pi_2 > \pi_1 > \pi_3 \). Nevertheless, the incentive is weaker in this case, and stronger when \( \pi_1 < \{\pi_2, \pi_3\} \). This is very sharply true when the precision of beliefs is high: a tie involving the two most popular candidates becomes much more likely than any other tie, and so the incentive becomes either very strong or very weak.

**Proposition 3** (The Effect of Precise Beliefs). If \( \pi_2 > \pi_1 > \pi_3 \), so that the voter’s favorite is expected to place amongst the leading pair, then \( \lim_{s \to \infty} \Lambda = 0 \), and so if \( s \) is large then she always votes sincerely. However, if \( \pi_1 < \min\{\pi_2, \pi_3\} \), so that her favorite is expected to place last, then \( \lim_{s \to \infty} \Lambda = 1 \), and so if \( s \) is large then she always votes strategically.

\(^8\)A transformation of \( \Lambda \) was also reported by Fisher and Myatt (2002a) and used empirically by Herrmann (2010). \(^9\)Fisher (2004) referenced unpublished research which underpinned the work (Fisher and Myatt, 2002a) upon which this paper builds. Kselman and Niou (2010) also observed, correctly, that others (Ordeshook and Zeng, 1997; Alvarez, Boehmke, and Nagler, 2006) restricted to situations in which first choice is expected to trail last, but that there is no proper basis for this. In general some structure on beliefs (such as the Dirichlet specification used here) is needed for claims about the nature of the risk population to be made.
Comparative-Static Predictions

We now turn attention to comparative-static predictions. We mainly focus on the traditional scenario in which a voter’s favorite candidate is expected to run third in the district.

**Shifting Popularity.** We cannot isolate a single candidate’s popularity: any loss in support for a candidate is a gain for others. Nevertheless, we note, via equation (7), that the strategic incentive is decreasing in the popularity of the voter’s favorite, but increasing in the popularities of the others. This pins down the effect of moving support to or from the voter’s favorite.

**Proposition 4** (The Effect of Shifting Candidate Popularity). A shift in popularity from the voter’s favorite candidate toward one of the others increases the incentive to vote strategically.

Movements between the second and third candidates are more involved. Fixing $\pi_1$, the response to $\pi_2 - \pi_3$ is non-monotonic. The incentive is greater when $\pi_2$ and $\pi_3$ are not too far apart (Figure 1a), but it is not maximized at $\pi_2 - \pi_3 = 0$. This conflicts with the common intuition that strategic voting should be greatest in a close race between the second and third choices.

**Distance from Contention and the Winning Margin.** According to many, strategic voting should be attractive to voters who are indifferent between their first and second preferences, but strongly dislike others (Heath, Curtice, Jowell, Evans, Field, and Witherspoon, 1991). It is also thought that a voter will “avoid wasting her vote” if the difference in support between the second-placed candidate and her third-placed favorite increases. Finally, many have suggested that strategic voting should be greater in close races because ties are more likely (Cain, 1978; Niemi, Whitten, and Franklin, 1992; Evans, 1994; Fieldhouse, Pattie, and Johnston, 1996; Cox, 1997). Recent empirical evidence (Kawai and Watanabe, 2013) also favors this final suggestion.\(^{10}\)

The importance of the two key district characteristics (distance and margin) suggests that a careful theoretical study of them is warranted. Here, we isolate the effects of these two parameters.

Firstly, we consider a situation in which $\pi_3 > \pi_2 > \pi_1$, so that the disliked third candidate is expected to lead. In this context, we can define the margin of victory of the leading candidate and the distance from contention of the voter’s favorite as $m = \pi_3 - \pi_2$ and $d = \pi_2 - \pi_1$. Any shift in support between two candidates influences both of these measures.

---

\(^{10}\)The distance from contention has been used to test strategic-voting measures (Niemi, Whitten, and Franklin, 1992; Evans and Heath, 1993; Niemi, Whitten, and Franklin, 1993; Franklin, Niemi, and Whitten, 1994; Heath and Evans, 1994). Curtice and Steed (1988, 1992, 1997) used the victory margin to infer strategic voting from aggregate data.
Notes. The precision of voters’ Dirichlet beliefs is set at \( s = 10 \). Recall that the strategic incentive \( \Lambda \) coincides with the probability of a strategic vote when \( \tilde{u} \sim U[0, 1] \). Fixing \( \pi_1 \), Figure 1a relates \( \pi_3 - \pi_2 \) to \( \Lambda \). The right-hand extreme of each line corresponds to \( \pi_2 = \pi_1 \); the left-hand extreme corresponds to \( \pi_3 = 0 \). Fixing the distance from contention \( d = \min(\pi_2, \pi_3) - \pi_1 \), Figure 1b relates the winning margin to the strategic incentive.

**Figure 1. The Effect of the Electoral Situation on Strategic Incentives**

To make progress, we solve for \( \pi_1, \pi_2, \) and \( \pi_3 \) in terms of \( m \) and \( d \) via the constraint \( \pi_1 + \pi_2 + \pi_3 = 1 \):

\[
\pi_1 = \frac{1 - m - 2d}{3}, \quad \pi_2 = \frac{1 + d - m}{3}, \quad \text{and} \quad \pi_3 = \frac{1 + 2m + d}{3}.
\]

We also consider situations in which \( \pi_2 > \pi_3 > \pi_1 \), so that the voter’s second-preference candidate has greater expected popularity. The definitions of \( m \) and \( d \) become \( m = \pi_2 - \pi_3 \) and \( d = \pi_3 - \pi_1 \), and the solutions for the candidates’ popularities become

\[
\pi_1 = \frac{1 - m - 2d}{3}, \quad \pi_2 = \frac{1 + 2m + d}{3}, \quad \text{and} \quad \pi_3 = \frac{1 + d - m}{3}.
\]

Inspecting equations (8) and (9), and fixing the margin of victory, an increase in the distance from contention lowers the popularity of the voter’s favorite, and pushes support equally toward the other two. From Proposition 4, the incentive to vote strategically must rise.

A wider margin of victory (for a fixed distance from contention) is more complex. It pushes the favorite down, which increases the strategic-voting incentive; however, the other candidates move in opposite directions, which has an ambiguous effect. Proposition 5 finds the overall effect.

**Proposition 5 (Margin of Victory and Distance from Contention).** Fixing the expected margin of victory, the strategic-voting incentive is increasing in the distance from contention. Fixing the distance from contention, the incentive is increasing in the expected margin of victory.
A common informal argument is that voters should act strategically when their probability of influence is high. However, what should matter is the relative probability of pivotal events. Fixing the distance from contention, an increased margin of victory might lower the probability of a tie for the lead, but the probability that a tie (if it occurs) involves the leading two candidates rises. So, the incentive to vote strategically increases with the margin of victory after controlling for the distance from contention. If strategic voting happens in close races then this may be because the distance from contention of the favorite is large, rather than the narrow margin.

A further observation is that the effect of the margin of victory seems (from Figure 1b) to be weaker than that of the distance from contention. We confirm this formally here.

**Proposition 6** (Relative Comparative-Static Effects). The distance from contention has a stronger effect than the margin of victory: \( \frac{\partial \Lambda}{\partial d} > \frac{\partial \Lambda}{\partial m} \). Moreover, if \( \pi_3 > \pi_2 > \pi_1 \) then \( \frac{\partial \Lambda}{\partial m} \to 0 \) as \( d \to 0 \): if the disliked candidate is ahead and if the distance from contention is small then changes in the expected margin of victory have a negligible effect.

**Strategic Voting in Equilibrium: Classic Theories**

Our results so far do not consider explicitly the process via which others’ votes arise. Here (in this section) we review the insights offered by some classic game-theoretic models before (in the following section) we study a game-theoretic model that incorporates aggregate uncertainty.

**Duvergerian Equilibria.** Many game-theoretic models involve IID voter types and decisions. In this context, suppose that play is such that \( p_i \geq p_j > p_k \). In a large electorate, any tie (if a tie occurs) is almost always between \( i \) and \( j \) and so a voter should abandon \( k \not\in \{i, j\} \). Very little game-theoretic reasoning is needed. Beginning from a situation in which one candidate is believed to hold third place, a single step of best replies takes voters to a Duvergerian world.

In the presence of aggregate uncertainty, other kinds of ties remain possible. Nevertheless, the argument holds in spirit if beliefs are precise: from Proposition 3, the incentive to abandon a third-placed (in expectation) candidate becomes very strong as a voter’s pessimism solidifies.

If a voter is less certain (if \( s \) is not so large) then the third candidate can retain some support. However, game-theoretic reasoning now kicks in: that loss of support (a reduction in \( \pi_1 \), via

\[ f(p) \] represents a voter’s beliefs about voting probabilities, and not the probabilities of sincere preference orderings. Given that these beliefs take into account the strategies of others, they continue to underpin a best-responding voter’s behavior.
Proposition 4, increases the incentive to vote strategically) further increases strategic voting, and a few steps of best replies lead to a Duvergerian equilibrium. If the positions of the candidates are commonly understood then it is difficult to obtain an equilibrium with three-candidate support. Moreover, a Duvergerian equilibrium only requires voters to achieve a common understanding of which two candidates are the contenders; exact knowledge of $p$ is not needed.

Non-Duvergerian Equilibria. The pressure toward a Duvergerian outcome requires the third candidate to fall behind. However, if a tie for second place is constructed then the “non-Duvergerian” equilibria that were emphasized by Cox (1994, 1997) may be considered.

Within an IID framework, suppose that $\bar{p}_3 > \bar{p}_2 > \bar{p}_1$ where $\bar{p}_j$ is the probability that another voter truly prefers candidate $j$.\(^\text{12}\) Suppose that supporters of candidate 3 vote sincerely, so that $p_3 = \bar{p}_3$, and that others dislike candidate 3. If a (delicately calculated) fraction of those who prefer candidate 2 switch to (the less popular!) candidate 1 so that $p_1 \approx p_2$ then both candidates 1 and 2 may contend for the lead. This construction requires the supporters of a popular candidate to have exact common knowledge of $\bar{p}$ so that a precise fraction can switch in the wrong direction. The equilibrium is also unstable: any small deviation results in a large strategic incentive for supporters of the trailing candidate, so leading back to a Duvergerian outcome (Fey, 1997).

The intuition offered by Cox (1997, p. 86) is likely correct, but differs technically from what is required for a non-Duvergerian equilibrium. He considered the Ross and Cromarty constituency in the 1970 British General Election. A split between the Liberal and Labour candidates permitted a Conservative win. His interpretation was that “it was not clear who was in third and who in second.” However, non-Duvergerian equilibria require precise common knowledge of the true popularities of all candidates; there is no room for any lack of clarity.

Classic Predictions. Summarizing, Cox (1997) has suggested that districts should be clustered in two groups: those in which the top two candidates receive nearly all the votes, and those in which the second and third placed candidates are close. Cox (1997, pp. 86–89) evaluated this prediction using the SF ratio.\(^\text{13}\) This is the ratio of the vote share for the second loser (S) to that of the first loser (F). Taken literally, the Duvergerian and non-Duvergerian equilibria of IID models would generate SF ratios of zero and one. This is the bi-modality hypothesis.

\(^{12}\)Here we are no longer labeling candidates according to the preference order of a single voter.
\(^{13}\)Although not used extensively, the SF ratio and the associated bi-modality hypothesis do continue to appear more recently in the literature. See, for example, more recent work by Moser and Scheiner (2009) and Selb (2012).
More recent equilibrium theories of voting have allowed for aggregate uncertainty. Here we extend the model of Myatt (2007) to allow for the (empirically important) possibility of sincere voters, and we show that our predictions (Propositions 5 and 6) hold in a game-theoretic world.

**A Model of Strategic Voter Coordination.** We simplify by fixing the proportion of voters who prefer and vote for candidate 3 at $\pi_3$, where $\frac{1}{3} < \pi_3 < \frac{1}{2}$. Candidate 3 never trails in third place, but loses if there is coordination behind a challenger. Other voters’ preferences satisfy $\min\{u_1, u_2\} > u_3$ and, without loss of generality, we set $u_3 = 0$. These other voters wish to stop candidate 3, but need to coordinate. They vary in their relative preferences, and also in their information about others. There is no common knowledge of the best-placed challenger.

The district situation is summarized by a variable $\theta$ which determines, via equation (10), the popularity of candidate 1 versus candidate 2. Voters begin with an (improper) flat prior over $\theta$.

A voter’s type combines: her preferences, determined by $\log(u_1/u_2)$; an informative signal $\hat{\theta}$ of $\theta$; and her willingness to act instrumentally. Two key parameters are the standard deviation $\sigma > 0$ of voters’ preference intensities, and the precision $\alpha \geq 1$ of a voter’s signal. Specifically,

$$\hat{\theta} = \theta + \eta \quad \text{and} \quad \frac{\log(u_1/u_2)}{\sigma} = \theta + \eta + \varepsilon,$$

where $\eta \sim N\left(0, \frac{1}{\alpha}\right)$ and $\varepsilon \sim N\left(0, \frac{\alpha - 1}{\alpha}\right)$, \hspace{1cm} (10)

where $\eta$ and $\varepsilon$ are uncorrelated with each other and across the electorate. A voter is instrumentally motivated with probability $\psi$; otherwise she votes exogenously for her first preference.

Firstly, notice that $\sigma^{-1} \log(u_1/u_2) \sim N(\theta, 1)$ and so $Pr[u_1 > u_2] = \Phi(\theta)$ where $\Phi(\cdot)$ is the distribution function of the standard normal. Hence $\theta$ (which is unknown to voters) determines the fraction of voters (amongst those who dislike candidate 3) who prefer candidate 1 to candidate 2.

Secondly, a voter’s updated beliefs satisfy $\theta \mid \hat{\theta} \sim N(\hat{\theta}, 1/\alpha)$. Beliefs differ, owing to variation in $\hat{\theta}$; however, if the precision $\alpha$ grows then voters begin to agree on the best challenger to candidate 3. We have imposed a lower bound: $\alpha \geq 1$. This is because a voter can always use her own preference as an informative signal of $\theta$.\hspace{1cm} (The case $\alpha = 1$ implies that $\log(u_1/u_2) = \hat{\theta}$.)

Finally, $\sigma^2 = \text{var}[\log(u_1/u_2) \mid \theta]$ is the variability in the intensity of voters’ preferences: if $\sigma^2$ is larger then more voters care relatively more deeply about their favorite candidate.

\hspace{1cm} A voter’s preferences provide no information about $\theta$ beyond the signal $\hat{\theta}$. This is without loss of generality; if this were not the case, then we could redefine $\theta$ appropriately, as explained by Myatt (2007, Section 2.1.3, p. 259).
**The Negative Feedback Effect.** Given her type, a rise in \( \log \left( \frac{u_1}{u_2} \right) \) pushes a voter to support candidate 1. However, a fall in \( \hat{\theta} \) indicates that candidate 2 may be a better challenger, and so a strategic vote might be warranted. Hence, if \( \log \left( \frac{u_1}{u_2} \right) \) and \( \hat{\theta} \) differ in sign then a voter may consider a strategic vote. Here we consider a simple functional form for resolving the trade-off between a voter’s preference and her signal. Suppose that she adopts the strategy:

\[
\text{Vote 1 } \iff \log \left( \frac{u_1}{u_2} \right) + b\hat{\theta} \geq 0,
\]

where \( b > 0 \) is a voter’s willingness to respond strategically to her information about others’ preferences. The properties of the normal distribution mean that a linear form is natural. This is because in this setting, a voter in a large electorate should vote for candidate 1 if and only if

\[
\log \left( \frac{u_1}{u_2} \right) + \lambda \geq 0 \quad \text{where} \quad \lambda = \lim_{n \to \infty} \log \frac{\Pr[x_1 = x_3 > x_2 | \hat{\theta}]}{\Pr[x_2 = x_3 > x_1 | \hat{\theta}]}.
\]

In this expression \( \lambda \) is the log likelihood ratio of pivotal events. The normal specification leads to log likelihood ratios that are linear in the mean of a voter’s beliefs about the variable of interest.\(^{15}\)

**Lemma 4 (Optimal Reaction to Information about the Electoral Situation).** If other instrumental voters (amongst those who dislike candidate 3) adopt a linear voting strategy by voting for candidate 1 if and only if \( \log \left( \frac{u_1}{u_2} \right) + b\hat{\theta} \geq 0 \), then for an instrumental voter with signal \( \hat{\theta} \),

\[
\lim_{n \to \infty} \log \frac{\Pr[x_1 = x_3 > x_2 | \hat{\theta}]}{\Pr[x_2 = x_3 > x_1 | \hat{\theta}]} = \hat{b}\hat{\theta} \quad \text{where} \quad \hat{b} = B(b; \alpha, \sigma^2, \pi_3, \psi),
\]

for some function \( B(b; \alpha, \sigma^2, \pi_3, \psi) \). This function is increasing in the coordination \( \pi_3 \) required to defeat the disliked candidate; in the precision \( \alpha \) of a voter’s information; and in the heterogeneity \( \sigma^2 \) of preferences. It is decreasing in the response \( b \) of others to their signals, and decreasing in the proportion \( \psi \) of instrumental voters. If \( \psi = 1 \), so that everyone is instrumental, then

\[
\hat{b} = B(b; \alpha, \sigma^2, \pi_3, 1) = 2\Phi^{-1} \left( \frac{\pi_3}{1 - \pi_3} \right) \sqrt{\frac{\alpha}{\alpha + \frac{\alpha(\alpha - 1)\sigma^2}{(\sigma + b)^2}}},
\]

If \( \log \left( \frac{u_1}{u_2} \right) + \hat{b}\hat{\theta} > 0 \) and if the electorate size is sufficiently large then a voter optimally votes for candidate 1; if the opposite strict inequality holds then she should vote for candidate 2.

\( ^{15} \)More generally: if others react monotonically to their signals, then a voter’s best reply takes the form: vote for candidate 1 if \( \log \left( \frac{u_1}{u_2} \right) + a + b\hat{\theta} \geq 0 \). When the prior is neutral or imprecise, then the unique stable equilibrium entails \( a = 0 \). All of the claims in this paper are robust to the inclusion of a non-neutral informative prior or the inclusion of public signals about the candidates’ popularities, so long as private signals are sufficiently precise.
If others place greater emphasis on their signals then a small underlying asymmetry in favor of a candidate enables that candidate to tie, simply because that asymmetry is amplified by strategic voting. This means that the states of the world that a voter compares when working out the odds of pivotal events become close, and this weakens the strategic-voting incentive.

The negative feedback effect also explains why a voter’s reaction to her signal is increasing in the heterogeneity of others’ preferences. An increase in $\sigma^2$ makes others less willing to abandon their first choices. This pushes apart the values of $\theta$ that induce tied outcomes, and so (for a fixed signal realization) it increases the relative likelihood of one pivotal event compared to the other.

**Equilibrium.** We define a voting equilibrium as a positive coefficient $b^*$ such that if all other instrumental voters use it (they vote for candidate 1 if and only if $\log(u_1/u_2) + b^*\hat{\theta} > 0$) then a voter finds it optimal to do the same if the electorate is sufficiently large.\(^{16}\) To find such an equilibrium we seek a coefficient $b^*$ satisfying $b^* = B(b^*; \alpha, \sigma^2, \pi_3, \psi)$. We know (from Lemma 4) that $B(\cdot)$ is decreasing in $b$, and so $b^* = B(b^*; \alpha, \sigma^2, \pi_3, \psi)$ has a unique positive solution.

**Proposition 7 (Equilibrium with Privately Informed Voters).** There is a unique voting equilibrium. The coefficient $b^*$ is increasing in the coordination $\pi_3$ required to defeat the disliked candidate, in the precision $\alpha$ of information, and in the heterogeneity $\sigma^2$ of preferences. It is decreasing in the proportion $\psi$ of instrumental voters. $\lim_{\alpha \to \infty} b^* = \infty$, and so very well informed voters support whomever they see as the more popular challenger.

Voters do not fully coordinate. A Duvergerian outcome requires voters to agree which challenger is stronger, and this common understanding is only achieved as $\alpha \to \infty$. Away from the limit (when information is imperfect) the outcome is only partially Duvergerian: in some cases (but not always) a voter switches to someone whom she perceives as more popular.\(^{17}\) Interestingly, the introduction of sincere voters (that is, $\psi < 1$) increases the willingness of instrumental voters to react to their signals of the electoral situation. This dampens the reduction in strategic voting that might otherwise be expected from an increase in sincere voting; this is a new finding.

\(^{16}\)This solution concept was defined by Myatt (2007) and has been applied with models of party leadership (Dewan and Myatt, 2007), costly voter turnout (Myatt, 2015) and protest voting (Myatt, 2016). It is defined for a sequence of voting games indexed by an electorate size $n$. A conventional approach would be to find an equilibrium for each $n$, and to take the limit as $n \to \infty$. Such a limit corresponds to the equilibrium described here.

\(^{17}\)This is very different from the non-Duvergerian construction (Cox, 1994, 1997) in which some voters switch to a less popular candidate; there is no relationship between that and the equilibrium of Proposition 7.
**Comparative-Static Predictions.** A voter is more willing to vote strategically when her information is good and when others’ preferences are more extreme (Proposition 7). Here we consider the electoral situation. Previously, we summarized this via the Dirichlet parameters \( \pi_1, \pi_2, \) and \( \pi_3. \) Here, those parameters refer to the true underlying popularity of the candidates. Hence

\[
\frac{\pi_1}{1 - \pi_3} = \Pr[u_1 > u_2] = \Phi(\theta) \iff \theta = \Phi^{-1}\left(\frac{\pi_1}{1 - \pi_3}\right). \tag{15}
\]

We focus our exposition on a situation in which \( \pi_1 < \pi_2 < \pi_3, \) which implies that \( \theta < 0. \)

The equilibrium coefficient \( b^\star \) depends on the electoral situation only via \( \pi_3. \) From equation (8), \( \pi_3 \) is increasing in both the distance from contention and margin of victory parameters. Straightforwardly, then, here our comparative-static predictions are maintained.

The typical incentive to vote strategically depends not only on the equilibrium coefficient \( b^\star \) but also upon the average signal received by a voter. On average, that signal is equal to \( \theta. \) Thus, the average incentive (in terms of \( \lambda \)) to vote strategically for candidate 2 is

\[
\mathbb{E}[\lambda | \theta] = -b^\star \theta = -b^\star \Phi^{-1}\left(\frac{\pi_1}{1 - \pi_3}\right) = b^\star \Phi^{-1}\left(\frac{\pi_2}{1 - \pi_3}\right), \tag{16}
\]

where the final equality is obtained from the symmetry properties of \( \Phi(\cdot). \) It is straightforward to show that \( \pi_2/(1 - \pi_3) \) is increasing in the distance from contention \( d \) and the margin of victory \( m. \) Hence, the comparative-static predictions of Proposition 5 apply here too. Moreover, we can also evaluate the relative size of the margin and distance effects.\(^{18}\)

**Proposition 8 (Margin of Victory and Distance from Contention in a Voting Equilibrium).** The results of Propositions 5–6 apply: fixing the expected margin of victory, the strategic-voting incentive is increasing in the distance from contention; and, fixing the distance from contention, the incentive is increasing in the expected margin of victory. Moreover, \( \partial \mathbb{E}[\lambda | \theta]/\partial m \to 0 \) as \( d \to 0; \) the marginality effect is negligible when the distance from contention is small.

In summary, our game-theoretic analysis supports our (decision-theoretic) predictions: the marginality effect should be weak and opposite to that expected by Cain (1978) and others, and we do not expect the bi-modality of the SF ratio suggested by Cox (1997).

\(^{18}\)Proposition 8 extends results from Myatt (2007) by noting that the marginality effect is substantially weaker than the distance effect (this partially replicates Proposition 6) in districts where the challengers are close.
UK General Elections. The United Kingdom operates the plurality rule throughout its parliamentary constituencies. Northern Ireland is unique; elections are dominated by region-specific parties. Scotland and Wales have successful nationalist parties, and so four-party competition.

We focus, therefore, on England, which accounts for 82% of the UK's 650 constituencies. Throughout six recent general elections (1987, 1992, 1997, 2001, 2005, and 2010) the three major parties competed in almost every constituency.\(^{19}\) In all but a very small handful of cases, they occupied the first, second, and third positions at the constituency level. For the most recent general election, held in 2015, the rise of the UK Independence Party resulted in genuine four-party competition throughout England, and so this election is not considered here.

Given the three-party system throughout England in this period, it is convenient to represent the vote shares via the simplex plots of Figure 2. The corners of each triangle represent a 100% vote share (amongst the major parties) for one party. This triangle is separated into three separate win zones by the hatched lines; those hatched lines represent ties for the lead, whereas the dotted lines mark ties for second place. A parliamentary constituency is a bullet (“•”) at a weighted average of the three corners of the simplex, where the weights are the vote shares.

Classic Equilibrium Predictions. For classic theories of strategic voting, a Duvergerian equilibrium (only two candidates receive support) is a clear prediction. Moreover, outcomes that are close to Duvergerian are also consistent with variations of such theories. For example, if some voters are exogenously sincere then instrumental voters continue to vote only for the two leading candidates, whereas there will be some third-candidate support from sincere voters.

We have noted that the theoretical support for a non-Duvergerian equilibrium is less clear: supporters of a more popular candidate must move to a trailing candidate and in very precise numbers. An exact tie for second place is needed even in the presence of exogenously sincere voters; any move away from an exact second-place tie is inconsistent with this kind of equilibrium.

Looking at Figure 2, there are no purely Duvergerian constituencies. Nevertheless, a Duvergerian equilibrium amongst instrumental voters is consistent with points that are close to the solid boundaries of each simplex. Non-Duvergerian equilibria would cluster around the dotted lines. Again, there are none; but this time, exact clustering is necessary for such equilibria.

\(^{19}\)The third party in 1987 was the SDP-Liberal Alliance; they subsequently merged to become the Liberal Democrats.
Notes. Each constituency is illustrated by a bullet point (‘•’) at the weighted average of the three extreme points (which indicate 100% vote for the party labeled). Weights corresponding to the relative vote shares of the major parties. The hatched lines separate the parties’ win zones. The dotted lines correspond to ties for second place.

Figure 2. Simplex Plots of English General Election Results
The theoretical and empirical support for second-place ties is questionable. Nevertheless, non-Duvergerian equilibria lie behind the bi-modality hypothesis. The SF ratio is the vote share of the second loser relative to the first loser. SF = 0 for an exactly Duvergerian outcome, and SF = 1 for a non-Duvergerian equilibrium. In an important book, Cox (1997) looked for bi-modality of the SF ratio in British constituencies. However, there are problems with sample selection, the use of marginality, and the lack of a null-hypothesis.

Firstly, Cox (1997, pp. 88–89) remarked that “the constituencies chosen for inclusion in the analysis were those in which it would have made sense for voters to consider a tactical vote” and yet he restricted attention to constituencies where Labour was third. However, there are third-party supporters (and so a strategic incentive) in all constituencies.\(^{20}\) Secondly, Cox (1997) used

\(^{20}\) Cox (1997) did not argue that the risk population is greater in the constituencies he has chosen; it is impossible to do so without survey data because some measure of party support distinct from the share of the vote is required.
the marginality hypothesis (this plays no part in the bi-modality theory) to select restricted sub-
samples: he suggested that strategic voting should be relevant only when the margin of victory
is slim. More precisely, he was able to plot a bi-modal distribution for the SF ratio only for
marginal constituencies in which Labour came third. Thirdly, there was no null hypothesis; this
is important in order to know what would constitute evidence against the bi-modality hypothesis.
It requires a prediction of what constituency-level results would be if everyone voted sincerely.
With the available survey data, it is impossible to pin down “sincere” at the constituency level.

While we can do very little about the absence of an effective null hypothesis, we can remove the
aforementioned sample restrictions. The observed SF ratios are presented as kernel density plots
in Figure 3; we see no evidence for the bi-modality hypothesis.

**Theoretical Strategic Incentives in England.** The pattern of constituency-level outcomes in
England is consistent with incentives to vote strategically that are not overwhelming; otherwise
we would see fully Duvergerian outcomes. So: how strong (in theory) are those strategic-voting
incentives? To provide an illustrative answer we have calculated (for various parameter values
of our Dirichlet model) the incentive faced by Liberal Democrat supporters (other voter types
yield similar results) to switch to Labour in constituencies where the expected candidate ranking
(amongst other voters) is Conservative > Labour > Liberal Democrat.

Specifically, we allocate the labels $i \in \{1, 2, 3\}$ to the Liberal Democrat, Labour, and Conservative
candidates respectively. Given that $u_1 > u_2 > u_3$, this is a Liberal Democrat ($i = 1$) supporter
who wishes to prevent a Conservative ($i = 3$) win. We use our Dirichlet voter-uncertainty model:
beliefs about the behavior of others are described by the density $f(p) \propto (p_1^{\pi_1} p_2^{\pi_2} p_3^{\pi_3})^s$ with param-
eters $\pi_1$, $\pi_2$, $\pi_3$, and $s$. Recall that $\pi$ is the modal vector of voting probabilities, and $s$ indexes
the precision of the voter’s beliefs. We consider the classic situation in which a voter expects her
preferred candidate to trail in third place, and dislikes the perceived leader: $\pi_1 < \pi_2 < \pi_3$.

We proxy for the modal voting probabilities with realized vote shares in the 1997 General Elec-
tion; similar findings emerge from other years. There were 92 constituencies of the relevant kind,
and they correspond to the shaded area of Figure 4a. The strategic incentive $\Lambda$ depends on the
(perceived) distance from contention $d = \pi_2 - \pi_1$ and the winning margin $m = \pi_3 - \pi_2$. These
variables (Figure 4b) are negatively correlated: closer races (low values of $m$) tend to be those
where the preferred candidate is far from contention (high values of $d$).
Notes. English parliamentary constituencies from the General Election of 1997 in which the three major parties finished in the order Conservative > Labour > Liberal Democrat.

Figure 4. Liberal Democrats as Third-Placed Candidates in 1997
For these constituencies we calculated the strategic incentive for a Liberal Democrat voter to switch to Labour. From Proposition 1, she should vote strategically if and only if
\[ \tilde{u} < \Lambda, \]
where
\[
\tilde{u} = \frac{u_1 - u_2}{u_1 - u_3}
\]
and
\[
\Lambda = \frac{G(\pi_1, s) - G(\pi_2, s)}{G(\pi_1, s) + 2G(\pi_3, s)},
\]
(17)

where \( \Lambda \) is from Lemma 3 and where
\[
G(\pi_i, s) \propto \int_{1/3}^{1/2} [z^{1-\pi_i}(1-2z)^{\pi_i}]^s dz.
\]
Recall that \( \tilde{u} \in [0, 1] \) measures the strength of first-preference, and so \( \Lambda \) measures the strength of the strategic incentive.

As Figure 4c (which uses \( s = 10 \)) shows, this incentive is highly correlated with the distance from contention. Hence, taken on its own, this distance should be a strong predictor. The incentive is rather more weakly (and negatively) related to the winning margin (Figure 4d). The mild negative correlation it to be expected. Whereas the theoretical partial impact of the winning margin is positive, a higher margin is inevitably associated with a lower distance from contention. The strongly powerful effect of that distance from contention means that the lower distance mutes incentives enough to more than offset any effect of a wider winning margin.

Figures 4c and 4d are constructed for various values of the belief precision \( s \). Figure 4e, which reports the average strategic incentive across the constituencies, verifies Proposition 3: the strategic incentive rises as a voter grows confident of the electoral situation.\(^{21}\) For example, a moderately low value of \( s = 10 \) yields \( \Lambda \approx 0.38 \), whereas an intermediate value \( s = 40 \) generates \( \Lambda \approx 0.73 \). Recall that the strategic incentive is the proportion of at-risk voters who vote strategically if we assume that \( u_2 \) is uniformly distributed between \( u_3 \) and \( u_1 \) (that is, when \( \tilde{u} \sim U[0, 1] \)).

Finally, Figure 4f illustrates the effects of marginal increases in the distance from contention and winning margin. (Once again, these effects are averaged across the 106 constituencies.) It reinforces our formal results: the incentive is increasing in both the distance from contention (a standard prediction) and the expected winning margin (contrary to the marginality hypothesis) but the effect of the winning margin is much weaker than the distance from contention.

In summary, this exercise suggests that the distance from contention should be a clear driver of strategic-voting incentives; it suggests that the effect of the winning margin should be positive but more muted (for example, the distance from contention is between three and seven times more powerful across the range of \( s \) considered here); and it suggests that a substantial fraction of third-party supporters (over half if \( s \geq 16 \) and \( \tilde{u} \sim [0, 1] \)) should vote strategically.

\(^{21}\)In calculating the “average strategic incentive” we have weighted by the number of Liberal Democrat voters in each constituency; however, very similar results hold for other weighting schemes.
INDIVIDUAL-LEVEL DATA


Measuring Strategic Voting. There is substantial debate about how to measure strategic voting (Alvarez, Boehmke, and Nagler, 2006; Blais, Young, and Turcotte, 2005; Fisher, 2004; Herrmann and Pappi, 2008; Herrmann, 2010). To evaluate both the intuitive predictions and the theory developed in this paper with individual-level data we need strict preference orderings for the three main parties and a ‘direct’ measure so that strategic voters can be identified without employing a theory of strategic voting incentives as the ‘indirect’ methods do. We follow the method developed by Fisher (2004) which is based primarily on the following survey question.²²

| Which one of the reasons on this card comes closest to the main reason you voted for the party you chose? |
| (1) I always vote that way. |
| (2) I thought it was the best party. |
| (3) I really preferred another party but it had no chance of winning in this constituency. |
| (4) Other (write in). |

Strategic voters were mainly identified as those who gave response (3) which identifies the act of deserting the preferred party and links it to the cause (the perceived weakness of the preferred party). All strategic voters ought to choose option (3), but respondents who gave tactical reasons in option (4) were also coded as strategic. Respondents who gave any indication that they voted for their preferred party were not coded as strategic. This was done using a follow-up question asking for the “party you really preferred” for those who gave option (3), and using strength-of-feeling scores. These are derived from the following question from the 1987 to 1997 surveys.

²²After 2000 responses (1) and (2) changed to “The party had the best policies” and “had the best leader.” This does not seem to have materially affected the efficacy of the question for identifying strategic voters (Fisher, 2014). We recognize that (in both cases) the response set is odd and incomplete (Blais, Young, and Turcotte, 2005). However, (3) is sufficiently clear to make the other options irrelevant to those who have strategically deserted their preferred party.
For the 2001 to 2010 surveys respondents were asked to indicate how they felt about each party on a 0 to 10 scale from “strongly dislike” to “strongly like”. For pooled analysis both questions were rescaled to run from 0 (most hostile) to 1 (most positive) response.

When the respondent was a strategic voter the preferred party was provided either by the “party you really preferred” question or via the strength-of-feeling scores. For non-strategic voters the party voted for was the first-preference party, unless there was a clear indication otherwise on the strength-of-feeling scores. Second- and third-preference parties were identified similarly.

Both strength-of-feeling scores and information about how people would have used a second vote were used for consistency checks and to identify strict preference rankings (Fisher, 2004).⁡

Sample. We focus on voters in England. The major three parties took the top three positions in nearly all English constituencies and all of those in the BES surveys.

The observed rates of strategic voting are reported in Table 2. If a preferred party is running first or second then strategic voting incentives are (theoretically) either absent or muted, and so Table 2 also reports rates of strategic voting for restricted sub-samples: the theoretical risk population, where a voter’s first preference trailed behind her second preference; the narrower population of third-party supporters; and another population consisting of those whose preferred party came third or lower in the current election, previous election, or in a uniform-change constituency prediction from the final week national opinion polls. Strategic voting is much more common among third-party supporters, but it is not ubiquitous.⁣

---

23For the remaining set of otherwise unbreakable ties between second and third preference, the allocation prejudiced against our own theory. In such cases, for a strategic voter the second choice was the party with the lowest vote share of the two. For non-strategic voters, the second preference was the party with the highest vote share of the two parties. This is a “worst case scenario” for our theory. Results under other coding schemes are similar.

24It is rare but not absent from other-party supporters. Because of the different baseline population sizes there are almost as many voters deserting competitive parties as there are classic strategic voters.
### Table 2. Rates of Strategic Voting

<table>
<thead>
<tr>
<th>Election</th>
<th>All Voters</th>
<th>Risk Population</th>
<th>Third Party Supporters (i)</th>
<th>Third Party Supporters (ii)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Election</td>
<td>%</td>
<td>N</td>
<td>%</td>
</tr>
<tr>
<td>1987</td>
<td>4.6</td>
<td>2453</td>
<td>11.4</td>
<td>795</td>
</tr>
<tr>
<td>1992</td>
<td>6.8</td>
<td>1851</td>
<td>21.2</td>
<td>473</td>
</tr>
<tr>
<td>1997</td>
<td>7.8</td>
<td>1648</td>
<td>21.5</td>
<td>498</td>
</tr>
<tr>
<td>2001</td>
<td>7.2</td>
<td>1061</td>
<td>17.2</td>
<td>335</td>
</tr>
<tr>
<td>2005</td>
<td>5.5</td>
<td>1402</td>
<td>12.2</td>
<td>485</td>
</tr>
<tr>
<td>2010</td>
<td>5.7</td>
<td>1286</td>
<td>13.8</td>
<td>456</td>
</tr>
<tr>
<td>Total</td>
<td>6.3</td>
<td>9701</td>
<td>15.9</td>
<td>3042</td>
</tr>
</tbody>
</table>

**Notes.** The data are from the British Election Studies. Case (i) of third-party supporters comprises those whose preferred party came their in their constituency. Case (ii) adds those whose party came third inn the previous election, or in a nationwide poll projection. We restrict to sincere and strategic voters, and to supporters of the three major parties.

Likewise, there are non-strategic non-sincere voters: they voted for one major party but liked another more, and yet they did not report a strategic motivation. There are other motivations for such behavior, such as protest voting; such voters are excluded from our analysis. Similarly, we exclude those who preferred or voted for a minor party. Finally, the (very few) respondents who did not report all of the strength-of-feeling scores are also excluded.

Three observations emerge. Firstly, strategic voting is significant: for 1997 (when the Conservatives were removed from government) over a quarter of third-party supporters voted strategically. Secondly, this pattern is inconsistent with both Duvergerian and non-Duvergerian equilibria from classic theories. Thirdly, strategic voting seems slightly low in the light of Figure 4.

Expanding on this third point, and inspecting Figure 4e, note that for \( s = 20 \) (the precision obtained from a random sample of 20 voting intentions) the average strategic incentive faced by a supporter of a third-placed Liberal Democrat is \( \Lambda \approx 0.56 \). Given a uniformity assumption on \( \tilde{u} \), this is approximately double the empirical incidence. This suggests that either voters’ beliefs are rather less precise than this or, perhaps, that not all voters are instrumentally motivated.

**Constituency Shares and Voters’ Preferences.** A voter’s incentive to vote strategically theoretically depends upon the expected vote shares (Lemma 3). These are proxied by the actual vote shares. Given these proxies, and for the analysis of third-party supporters, distance from contention is the difference in between the preferred party and the second-place party; the margin of victory is the difference between winning and second-placed parties.
Measurement of the relative strength of preference is based on the strength-of-feeling scores rescaled to $[0, 1]$. The score for the favorite minus that for the second choice is the first preference gap; the second preference gap is defined similarly. All theories suggest that strategic voting should be decreasing in the first preference gap and increasing in the second. Given the absence of proper measures of von Neumann-Morgenstern utilities, these gaps could be considered as either useful proxies or relevant covariates in the evaluation of our theoretical predictions.

Finally, we sometimes use election dummies as covariates. For models without preference gaps as covariates the coefficients of the election dummies will in part reflect temporal variation in the average of the relative preference component of the voting decision rule (Proposition 1). They also allow for untheorized variation in the propensity to vote strategically over time.

**INDIVIDUAL-LEVEL REGRESSIONS**

Our main theoretical results relate the incentive to vote strategically to a voter's perception of the constituency situation (Propositions 5–6). Here we investigate this empirically: Table 3 reports two OLS and two probit specifications for strategic voting amongst third-party supporters.

**Distance from Contention and Marginality.** There is a positive association between strategic voting and a third-placed party’s distance from contention. For example, pushing that distance up by 5% corresponds to a 4% increase in the probability of a strategic vote; this effect emerges from the OLS estimates of a linear probability model. Under a probit specification the average marginal effect of the distance from contention (from the second probit model) ranges from 0.5 (a 5% increase in distance raises strategic voting by 2.5%) when the preferred party is very close to second place, to 1.0 when the preferred party is 35 points behind. These figures are calculated holding the margin and preference gaps at their mean and averaging over elections.

**Finding 1 (Distance from Contention).** Controlling for the size of the margin of victory, strategic voting increases with the distance from contention of a preferred third-placed candidate.

Traditional intuition and our formal results disagree on the relationship between the closeness of a race and the incentive to vote strategically: our formal result suggests that the effect of a wider margin should be positive rather than negative, and it should be relatively weak.

From Table 3, there is essentially no evidence for a partial association between the margin of victory and strategic voting after controlling for the distance from contention. The results are
closest to our formal model which suggests there should be a small positive relationship. The primary reason that our estimated coefficients are not statistically significant at conventional levels is that there are not enough observations to provide a sufficiently powerful test which distinguishes between our theory and the null hypothesis of no effect.

**Finding 2 (Margin of Victory).** *Controlling for the distance from contention of a preferred third-placed party, strategic voting increases, very weakly, with the size of the margin of victory between the first-placed and second-placed parties.*

The coefficients on the distance from contention and margin of victory may be compared to the theoretical coefficients from our Dirichlet model. Inspecting Figure 4f, for low levels of belief
precision we see a theoretical effect of an increase in \(d\) which is twice as high as its empirical counterpart; for moderate and higher levels the theoretical effect is four times as high. One explanation for this is the usual attenuation of coefficients from the noisy measurement of co-

variates. In this case, the ideal covariates would be the electoral situation perceived by the voter; however, we proxy for this via the actual election outcome. A second explanation revisits an earlier theme: we suggest that not all voters pursue short-term instrumental objectives when selecting their votes. For example, if only a fraction are instrumental then the reaction of strategic voting to constituency parameters (such as \(d\) and \(m\)) scales down accordingly.

**Other Specifications.** The second and fourth models in Table 3 include the preference gaps between the preferred and second choice party and between the second and third choice; these are calculated from the strength-of-feeling scores. The coefficients confirm that third-party supporters are more likely to make a strategic switch if they are relatively indifferent between the two parties they like the most (as indicated by the negative coefficient for the first preference gap) and have a strong preference for their second over their third choice (as shown by the positive coefficient for the second preference gap). This is as expected from both intuition and from formal theory. The election dummies pick up some temporal variation unexplained by the theory.

These conclusions are robust to other specifications including the use of constituency random effects, weighting, interaction with election effects, more detailed parameterization allowing strength-of-feeling score effects to take arbitrary functional forms, use of three-party rather than actual constituency vote shares, and using the broader risk population from Table 2 instead of current third-party supporters. There was no evidence for any variation in the effects of constituency characteristics over time and some minor but statistically significant idiosyncratic variation in the strength of preference gap effects. Results are similar but unsurprisingly weaker if previous election results are used instead of current ones.

Overall the findings from this analysis accord more closely to the theory expounded here than to traditional intuition. While both theories agree about the effect of the distance from contention and voters' preferences, and the empirical analysis supports them, the effect of the margin of victory is not clearly negative as intuition suggests. The estimated coefficient, albeit statistically insignificant, is closer to the small positive effect predicted by our formal theory.
Our empirical coefficients lend some support to our comparative-static predictions. Here we take a small step towards a full structural specification by calibrating our voter uncertainty model.

**The Average Strategic Incentive.** Consider a voter from the BES sample with preferences $u_1 > u_2 > u_3$. We use the Dirichlet specification, $f(p) \propto (p_1^{\pi_1}p_2^{\pi_2}p_3^{\pi_3})^s$, and we proxy for $\pi$ with the actual three-party vote shares. We ask: how strong will be her incentive to vote strategically?

Recall (Proposition 1) that she should vote strategically if and only if $\tilde{u} < \Lambda$ where $\tilde{u} = (u_1 - u_2)/(u_1 - u_3)$ is the strength of her first preference and where $\Lambda$ is from Lemma 3.\textsuperscript{25} Finally, recall again that if $\tilde{u} \sim U[0, 1]$, so that a voter’s second choice is equally likely to be anywhere between her first and third choice, then $\Lambda$ is the probability that she optimally votes strategically.

For various values of $s$, we calculated $\Lambda$ for each member of the BES samples for whom the incentive was positive ($\Lambda > 0$, or when $\pi_1 < \pi_2$) and also for the sub-sample of third-party supporters (so that $\pi_1 < \min\{\pi_2, \pi_3\}$). Looking across our BES samples, we then calculated the average strategic incentive $\bar{\Lambda}$. These averages, plotted against $s$, are illustrated in Figure 5a.

If $\tilde{u}$ is distributed uniformly, then the proportion of instrumental voters who act strategically should be $\bar{\Lambda}$. Inspecting Figure 5a, if $s = 10$ (corresponding to a random sample of approximately ten others) then $\bar{\Lambda} = 0.4533$ across third-party supporters; double the empirical rate (Table 2).

We highlight three ways in which the voter uncertainty model can match the empirical frequency of strategic voting. Firstly, the precision of voters’ beliefs might be extremely low: to match an incidence of 20% amongst third-party supporters requires $s \approx 3$. Secondly, the distribution of voter types could deviate from $\tilde{u} \sim U[0, 1]$: if voters care relatively little for their second preference then $\tilde{u}$ is large, which reduces $\Pr[\tilde{u} < \Lambda]$. Thirdly, not all voters are (narrowly) instrumental: their votes are motivated by concerns other than the identity of the election winner.

To explore the balance between the first and third features mentioned above, we fix the distribution of voter preferences so that $\tilde{u} \sim U[0, 1]$. If a fraction $\psi$ of voters have instrumental objectives then for voters with modal beliefs $\pi$ the proportion who vote strategically should be $\psi \times \bar{\Lambda}$. Equating this to the observed frequency of strategic voters in our sample pins down an inverse relationship between $\psi$ and the precision $s$ of voters’ beliefs.

\textsuperscript{25}Recall that, explicitly, $\Lambda = \left[G(\pi_1, s) - G(\pi_2, s)\right]/\left[G(\pi_1, s) + 2G(\pi_3, s)\right]$ where $G(\pi, s) \propto \int_{1/3}^{1/2} \left(z^{-\pi_i}(1 - 2z)^{-s_i}\right)^s dz$. With a change of variable, $G(\pi, s) \propto 2^{s_i-s} \int_{1/3}^{1/2} \left(z_\pi(1 - z_\pi)^{-s_\pi}\right)^s dz = 2^{s_i-s} \text{Beta}(1/3; \pi, s+1, (1 - \pi, s+1))$, where $\text{Beta}(t; a, b)$ is the incomplete beta function evaluated at $t$ with parameters $a$ and $b$; this is readily calculated.
Notes. Panel (a) reports the average strategic incentive, whereas panel (b) reports the fraction of instrumental voters that is consistent with observed strategic voting amongst (i) the theoretical risk population (≈16%) and (ii) amongst third-party supporters (≈20%).

**Figure 5.** Belief Precision and Strategic Incentives in English Constituencies

The solid line in Figure 5b corresponds to the narrower third-party-supporters risk population, amongst whom approximately 20% voted strategically. Each \( s \) yields an average value of the strategic incentive \( \lambda \). The vertical axis reports the implied fraction \( \psi \) of instrumental voters: this satisfies \( \psi \times \lambda = 0.2 \). (The broken line repeats the exercise using the (larger) theoretical risk population for whom \( \pi_2 > \pi_1 \).) The empirical frequency of strategic voting is consistent with a world in which a small fraction of voters are instrumental, but have good information; or with beliefs that are imprecise but where more voters pursue a short-term instrumental goal.\(^{26}\)

This calibration exercise that lies behind Figure 5b can match prediction and observation at a disaggregated level. To illustrate this, we fixed \( s = 10 \) and calculated (as before) the predicted strategic incentive \( \Lambda \) for each BES sample member. Setting \( \tilde{u} \sim U[0, 1] \), we then calculated the probability of a strategic vote: \( \psi \times \Pr[\tilde{u} < \Lambda] = \psi \times \Lambda \) where \( \psi \) is the proportion of voters who are instrumental. We set \( \psi = 0.441 \), so that the aggregate theoretical strategic voting frequency matches the empirical frequency. We then ordered the BES sampled voters by the predicted strategic voting incentive, grouped them into 50 ordered groups, and then calculated the average predicted strategic voting probability and the empirical strategic voting frequency for each group. The output from this exercise is illustrated as a simple scatter plot (Figure 6a). We performed the same exercise using the narrower risk population of third-party supporters (Figure 6b).

\(^{26}\)This exercise is a complement to other recent work (Spenkuch, 2017) which seeks to pin down voters’ motivations.
This rough-and-ready calibration yields a nice fit of theory and observation. The anomaly is for low values of the predicted strategic incentive: the empirical frequency is too high. These are constituencies where a voter’s first and second choices are close, and so the strategic incentive should be small. However, here some voters may believe that they face a strong strategic incentive, even though they would not if their modal beliefs were closer to the election outcome.

**Calibration via Maximum Likelihood.** Recall that \( \tilde{u} \) measures a voter’s allegiance to her true first preference. We do not observe this directly and so (as before) we specify \( \tilde{u} \sim U[0, 1] \). Fixing her (Dirichlet) beliefs, the probability that she acts strategically is \( \Lambda \). Here, however, we acknowledge again that only a subset of voters (with probability \( \psi \)) are instrumental. Hence:

\[
\Pr[\text{Strategic Vote}] = \psi \times \Lambda \quad \text{where} \quad \Lambda = \frac{G(\pi_1, s) - G(\pi_2, s)}{G(\pi_1, s) + 2G(\pi_3, s)}.
\]

Given that we do not see the preference type \( \tilde{u} \) of a voter, her decision is uncertain. The other parameters (\( \pi, s, \) and \( \psi \)) are also unknown to us. To proceed, we proxy for \( \pi \) with the three-party vote shares. We then view \( s \) (belief precision) and \( \psi \) (the proportion of instrumental voters) as estimable parameters. We proceed to calibrate our model via maximum likelihood. In essence, this exercise picks one point on the instrumentality-information trade-off line from Figure 5b.

Proceeding in this way brings some challenges. The predicted probability of a strategic vote in equation (18) falls to zero as \( \pi_1 \) and \( \pi_2 \) become close. Nevertheless, there are observed situations in which a voter’s first-preference and second-preference candidates run close and yet she votes...
strategically. This is inconsistent with equation (18). As we show here, this can cause difficulties for maximum-likelihood estimation across the full BES sample.\(^\text{27}\) Furthermore, the driving force behind this is that voters’ beliefs about their electoral situation are not always well proxied by the election outcome: there is variation in voters’ information, which leads some of them to vote strategically even though (given the true electoral situation) it makes limited sense to do so.\(^\text{28}\)

Nevertheless, we can proceed to obtained maximum-likelihood estimates both for the fuller samples and also for mildly restricted samples which exclude those cases where a voter’s preferred candidate is in close contention. Our results are reported as specifications (1) to (3) in Table 4. All of these specifications restrict to cases where the voter’s preferred candidate was in third place.

Specification (3) restricts to cases where the distance from contention exceeded 2.5%. In these cases, the strategic incentive is non-negligible. The estimates suggest that the precision of voters’ beliefs correspond to \(s \approx 12\), and that approximately 40% of voters are instrumentally motivated. In contrast, specifications (1) and (2) include voters who face a much smaller distance from contention. For these cases (including over 100 cases, for specification (1), where that distance fell below 1%) the theoretical strategic incentive is, for lower \(s\), very small. The maximum-likelihood fit needs to employ larger values of \(s\) in order to accommodate strategic voting in such cases. In

\(^{27}\)The estimator searches for the pair \(\psi\) and \(s\) which maximizes the likelihood function. Strategic voters for whom \(\pi_1\) and \(\pi_2\) are close penalize that likelihood function heavily; indeed, if \(\pi_1 > \pi_2\) then the likelihood function says that a strategic vote is impossible. The maximization reacts to this by pursuing very large values of \(s\) (so that the probability of a strategic vote can be high whenever \(\pi_1\) and \(\pi_2\) are close). To fit the aggregate incidence of strategic voting then requires \(\psi\) to fall. The general pattern is that \(s\) diverges (to a high value) in the search for an estimate.

\(^{28}\)A fuller solution would be to model fully the heterogeneity of voters’ beliefs. This, however, is some distance beyond the scope of this paper and is a natural part of our ongoing research project.

<table>
<thead>
<tr>
<th></th>
<th>(1)</th>
<th>(2)</th>
<th>(3)</th>
<th>(4)</th>
<th>(5)</th>
<th>(6)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(\psi)</td>
<td>(0.32^*)</td>
<td>(0.38^*)</td>
<td>(0.41^*)</td>
<td>(0.32^*)</td>
<td>(0.36^*)</td>
<td>(0.40^*)</td>
</tr>
<tr>
<td></td>
<td>((0.040))</td>
<td>((0.055))</td>
<td>((0.066))</td>
<td>((0.066))</td>
<td>((0.071))</td>
<td>((0.072))</td>
</tr>
<tr>
<td>(s)</td>
<td>(21.4^*)</td>
<td>(14.5^*)</td>
<td>(11.9^*)</td>
<td>(9.34^\dagger)</td>
<td>(9.38^\dagger)</td>
<td>(10.4^\ddagger)</td>
</tr>
<tr>
<td></td>
<td>((6.47))</td>
<td>((4.11))</td>
<td>((3.35))</td>
<td>((2.91))</td>
<td>((2.92))</td>
<td>((3.28))</td>
</tr>
<tr>
<td>(\varepsilon)</td>
<td>(0.076^*)</td>
<td>(0.057^\dagger)</td>
<td>(0.023)</td>
<td>((0.017))</td>
<td>((0.020))</td>
<td>((0.025))</td>
</tr>
<tr>
<td>(1 - \varepsilon - \psi)</td>
<td>(0.60^*)</td>
<td>(0.58^*)</td>
<td>(0.58^*)</td>
<td>((0.062))</td>
<td>((0.068))</td>
<td>((0.070))</td>
</tr>
<tr>
<td>(N)</td>
<td>1680</td>
<td>1771</td>
<td>1667</td>
<td>1680</td>
<td>1771</td>
<td>1667</td>
</tr>
<tr>
<td>BIC</td>
<td>1934.8</td>
<td>1832.6</td>
<td>1735.2</td>
<td>1904.1</td>
<td>1829.1</td>
<td>1741.7</td>
</tr>
</tbody>
</table>

Notes. Statistical significance at the 0.05 (\(^\dagger\)), 0.01 (\(^\ddagger\)), and 0.001 (\(^*\)) levels is indicated.
turn, higher values of $s$ need to be paired with lower values of $\psi$ in order to fit the aggregate level of strategic voting. Thus, including all third-party supporters results in very different estimates that are largely driven by observations where $d \approx 0$. These are cases where voters’ unobserved modal beliefs about their situation are likely to differ from the actual election outcome.

Equation (18) does not allow for voters who (given $\pi$) should not vote strategically (hence $\Lambda \approx 0$) but nevertheless do so. To allow space for them we introduce a noise term. We suppose that for some $\varepsilon$, a fraction $\varepsilon$ always vote strategically; a further fraction $\psi$ vote according to the Dirichlet model; and the remaining fraction $1 - \varepsilon - \psi$ are non-instrumental and so vote sincerely. Thus:

$$\Pr[\text{Strategic Vote}] = \varepsilon + (\psi \times \Lambda)$$

where

$$\Lambda = \frac{G(\pi_1, s) - G(\pi_2, s)}{G(\pi_1, s) + 2G(\pi_3, s)}.$$  

(19)

Allowing $\varepsilon > 0$ gives the model room to explain strategic voting even when the distance from contention is small. We proceed to estimate jointly $\varepsilon$, $\Lambda$, and $\psi$ via maximum likelihood: see specifications (4)–(6) of Table 4. Very naturally, including lower values of the distance from contention pushes up the estimates of $\varepsilon$; this is needed to accommodate those who vote strategically when the preferred candidate is very much in contention. All three specifications generate similar estimates for $s$. The estimate for $\varepsilon + \psi$, which measures the maximum possible extent of strategic voting, is also approximately constant across these three specifications. Our results from this final calibration exercise are summarized in our third and final empirical finding.

**Finding 3 (Calibration).** The pattern of strategic voting across England matches a specification where a little over one third of voters are instrumentally motivated, where there is non-negligible uncertainty over likely vote shares, and where the precision of voters’ beliefs corresponds to that obtained when a voter observes the voting intentions of ten to twelve other randomly selected voters.

**Concluding Remarks**

A striking criticism of rational-choice theory is that it merely formalizes intuitive ideas (Green and Shapiro, 1994); but here, our predictions differ from intuition. Also lacking from many established theories of strategic voting are comparative-static predictions. Here we have offered such predictions in the presence of aggregate uncertainty.\(^{29}\) We have demonstrated that the marginality effect should be both weak and opposite to that suggested by traditional intuition.

\(^{29}\)In recent years models with aggregate uncertainty have been used to study strategic voting (Myatt, 2007; Fisher and Myatt, 2002b), the coordination of party members (Dewan and Myatt, 2007), voter turnout (Myatt, 2015; Evren, 2012), protest voting (Myatt, 2016), and measures of voter power (Le Breton, Lepelley, and Smaoui, 2014).
Furthermore, our game-theoretic model incorporates non-strategic types: when such sincere voters are present, we find an increase in the willingness of instrumental voters to act strategically.

We have evaluated our predictions in the context of British Election Study data. Our theory and traditional intuition offer the same predictions concerning the distance from contention. However, the traditional marginality hypothesis suggests that strategic voting should fall as the margin of victory widens. The data do not agree, and instead support our own prediction.31

Finally, we have calibrated a voter uncertainty model. That exercise disentangles the two reasons (the presence of sincere voters, or poor belief precision) that strategic voting is not more prevalent. A rough summary is that a little more than a third of voters are instrumental, with information equivalent to a modest sample of around ten to twelve independent voting intentions.

**Omitted Proofs**

**Proof of Lemma 1.** This is a special case of Lemma 1 from Myatt (2015) which concerns an election with \( m \) candidates and so generalizes classic results by Good and Mayer (1975) and Chamberlain and Rothschild (1981). For completeness, we prove here the three-candidate case. Using the complete expression for \( \Pr[b] \),

\[
\frac{(n+2)!}{n!} \Pr[b] = \int_\Delta \frac{(n+2)!}{x_1!x_2!x_3!} \left[ \prod_{i=1}^3 p_i^{x_i} \right] f(p) \, dp
\]

\[
= f \left( \frac{x}{n} \right) \int_\Delta \frac{(n+2)!}{x_1!x_2!x_3!} \left[ \prod_{i=1}^3 p_i^{x_i} \right] \left[ f(p) - f \left( \frac{x}{n} \right) \right] \, dp
\]

\[
= f \left( \frac{x}{n} \right) + \int_\Delta \frac{(n+2)!}{x_1!x_2!x_3!} \left[ \prod_{i=1}^3 p_i^{x_i} \right] \left[ f(p) - f \left( \frac{x}{n} \right) \right] \, dp.
\]

We find a uniform bound for the final term, so showing that it declines uniformly to zero.31 For \( \gamma \in \Delta \) define \( \Delta_\varepsilon = \{ p \in \Delta \mid \max |p - \gamma| \leq \varepsilon \} \) as an \( \varepsilon \) neighborhood of \( \gamma \). \( f(\cdot) \) is a continuous density with bounded derivatives and so there is some positive \( D \), which does not depend on \( \gamma \), such that \( |f(p) - f(\gamma)| \leq D\varepsilon \) for all \( p \in \Delta_\varepsilon \). Furthermore, \( \bar{f} = \max_{p \in \Delta} f(p) \) bounds the difference \( |f(p) - f(\gamma)| \) for all \( p \notin \Delta_\varepsilon \). Hence

\[
\frac{(n+2)!}{n!} \Pr[x] - f \left( \frac{x}{n} \right) \leq \int_{\Delta_\varepsilon} \frac{(n+2)!}{x_1!x_2!x_3!} \left[ \prod_{i=1}^3 p_i^{x_i} \right] \left| f(p) - f \left( \frac{x}{n} \right) \right| \, dp
\]

\[
\leq D\varepsilon + \bar{f} \int_{\Delta_\varepsilon} \frac{(n+2)!}{x_1!x_2!x_3!} \left[ \prod_{i=1}^3 p_i^{x_i} \right] \, dp = D\varepsilon + \bar{f} \int_{\Delta_\varepsilon} \frac{(n+2)!}{n!} \Pr[x \mid p] \, dp.
\]

30 The marginality hypothesis has found support elsewhere. Blais and Nadeau (1996) reported evidence in the context of Canadian elections. This could provide evidence that voters are not narrowly instrumental. Whereas the absolute probability of a pivotal outcome (which is higher in a closely fought marginal constituency) is not directly relevant to a voter who cares only about the winning candidate, broader objectives resurrect the importance of such probabilities. For example, if a voter has expressive concerns, or faces a personal ethical cost for shifting away from her true favorite, then the absolutely probability of a tie matters once more. Arguably, the effect of the winning margin on strategic voting provides evidence of whether narrow or broad motives lie behind the decisions of instrumentally rational voters.

31 This proof uses a shorter version of the approach used in the supplement to Hummel (2012).
For \( p \notin \Delta^{2/n} \) there is some \( i \) such that \( p_i < (x_i/n) - \epsilon \) or \( p_i > (x_i/n) + \epsilon \). Consider the latter case (the former case is similar) and note that \( x_i \) is a binomial with parameters \( p_i \) and \( n \). Hence
\[
\Pr[x \mid p] \leq \Pr\left[\frac{x_i}{n} \leq p_i - \epsilon\right] \leq e^{-2n\epsilon^2},
\]
where the second inequality is well known (Hoeffding, 1963). It follows that
\[
\left|\frac{(n+2)!}{n!} \Pr[x] - f\left(\frac{x}{n}\right)\right| \leq D\epsilon + \bar{f} \int_{\Delta^{2/n}/n} (n+2)! \Pr[x \mid p] \, dp \\
\leq D\epsilon + \bar{f} e^{-2n\epsilon^2} \frac{(n+2)!}{n!} \int_{\Delta^{2/n}/n} \, dp \\
\leq D\epsilon + \bar{f} e^{-2n\epsilon^2} \frac{(n+2)^2}{2}.
\]
This bound holds for any \( \epsilon \). Take, for example, \( \epsilon = n^{-1/4} \). For this choice of \( \epsilon \)
\[
\left|\frac{(n+2)!}{n!} \Pr[x] - f\left(\frac{x}{n}\right)\right| \leq \frac{D}{n^{1/4}} + \frac{\bar{f}}{n} e^{-2\sqrt{n}} \frac{(n+2)^2}{2}.
\]
Noting that the exponential term dominates the polynomial term, this bound vanishes as \( n \to 0 \).

**Proof of Lemma 2.** Consider an exact two-way tie between 1 and 2; other cases are similar. Note that
\[
n \Pr[x_1 = x_2 > x_3] = \frac{1}{n} \sum_{y = [n/3], \ldots, [n/2]} n^2 \Pr[x_1 = x_2 = y].
\]
Using Lemma 1, each element converges uniformly:
\[
\lim_{n \to \infty} \max_{y \in \{[n/3], \ldots, [n/2]\}} \left| n^2 \Pr[x_1 = x_2 = y] - f\left(\frac{y, y, n-2y}{n}\right)\right| = 0,
\]
\[
\implies \lim_{n \to \infty} n \Pr[x_1 = x_2 > x_3] = \lim_{n \to \infty} \sum_{y = [n/3]}^{[n/2]} \frac{1}{n} f\left(\frac{y, y, n-2y}{n}\right).
\]
The right-hand side defines a Riemann integral, and converges to \( f_{1/3}^1 f(z, 1 - 2z) \, dz \) as \( n \to \infty \).

**Proof of Proposition 1.** This is obtained by assembling the various elements of Table 1, re-arranging, and replacing the probabilities of ties and near ties by terms \( p_{ij} \).

**Proof of Lemma 3.** Using the formula for the kernel of a Dirichlet density from equation (5),
\[
p_{12} = \int_{1/3}^{1/2} f(z, 1 - 2z) \, dz = \int_{1/3}^{1/2} [z^{1-\varpi}(1-2z)^{\varpi}] \, dz = G(\pi_3, s). 
\]
Similar operations for \( p_{13} \) and \( p_{23} \) yield equations (6) and (7). Now,
\[
\frac{\partial \log[z^{1-\varpi}(1-2z)^{\varpi}]}{\partial \varpi} = \log \left[ \frac{1-2z}{z} \right] < 0 \quad \text{for} \quad \frac{1}{3} < z < \frac{1}{2} \quad \implies \quad \frac{G(\varpi, s)}{\partial \varpi} < 0.
\]
Finally, make the change of variable \( w = 1 - 2z \) to obtain:
\[
\int_{1/3}^{1/2} [z^{1-\varpi}(1-2z)^{\varpi}] \, dz = \int_{1/3}^{1/2} \left[ \frac{w^{\varpi}(1-w)^{1-\varpi}}{2^{(1-\varpi)s+1}} \right] \, dw = \frac{2^{\varpi}B(\frac{1}{3}, \varpi s + 1, (1 - \varpi)s + 1)}{2s+1}
\]
where \( B(t, a, b) \) is the incomplete beta function.

**Proof of Proposition 2.** As noted in the main text, this follows directly from Lemma 3.

Our results use properties of the function \( G(\varpi, s) \). Lemma 5 identifies useful properties of this function.

**Lemma 5.** \( G(\varpi, s) \equiv \int_{1/3}^{1/2} [z^{1-\varpi}(1-2z)^{\varpi}] \, dz \) satisfies the following properties. Firstly, \( \log G(\varpi, s) \) is a convex function of \( \varpi \). Secondly, \( G(\varpi, s) \) is a convex function of \( \varpi \). Thirdly,
\[
\lim_{s \to \infty} \frac{\log G(\varpi, s)}{s} = \log g^*(\varpi) \quad \text{where} \quad g^*(\varpi) \equiv \max_{z \in [1/3, 1/2]} z^{1-\varpi}(1-2z)^{\varpi}.
\]
Fourthly, \( z^*(\omega) = \arg \max_{z \in [1/3, 1/2]} z^{1-\omega}(1-2z)^{\omega} = \max\{1/3, (1-\omega)/2\} \), and so \( g^*(\omega) \) is strictly decreasing in \( \omega \) for \( \omega < \frac{1}{3} \). Finally, if \( \pi_i < \min\{1/3, \pi_j\} \) then \( \lim_{s \to \infty}\left[G(\pi_i, s)/G(\pi_j, s)\right] = \infty. \)

**Proof of Lemma 5.** Firstly, we show that \( \log G(\omega, s) \) is a convex function of \( \omega \). Differentiating,

\[
-\frac{\partial}{\partial \omega} \log G(\omega, s) = s \int_{1/3}^{1/2} \frac{[z^{\pi}(1-2z)^{1-\omega}]^s}{G(\omega, s)} \log \left(\frac{z}{1-2z}\right) \, dz.
\]

We show that the right-hand side of equation (25) is decreasing in \( \pi \). Note that \( [z^{\pi}(1-2z)^{1-\omega}]^s/G(\omega, s) \) is a density over the interval \([1/3, 1/2]\) and so the integral in equation (25) is the expectation of an increasing function. It is sufficient to show that a reduction in \( \omega \) induces a first order stochastically dominant shift upward in the density \([z^{\pi}(1-2z)^{1-\omega}]^s/G(\omega, s)\). We show that for any \( y \) where \( 1/3 < y < 1/2 \):

\[
\pi_j < \pi_k \Rightarrow \frac{\int_{1/3}^y [w^{\pi_j}(1-2w)^{1-\pi_j}]^s \, dw}{\int_{1/3}^y [w^{\pi_k}(1-2w)^{1-\pi_k}]^s \, dw} \leq \frac{\int_{1/3}^y [w^{\pi_j}(1-2w)^{1-\pi_j}]^s \, dw}{\int_{1/3}^y [w^{\pi_k}(1-2w)^{1-\pi_k}]^s \, dw}.
\]

It is sufficient to show that the left hand side term is maximized at \( y = 1/2 \), and for this it is sufficient that its derivative (with respect to \( y \)) is positive on the interval \( 1/3 < y < 1/2 \):

\[
\frac{\partial}{\partial y} \log \left(\frac{\int_{1/3}^y [w^{\pi_j}(1-2w)^{1-\pi_j}]^s \, dw}{\int_{1/3}^y [w^{\pi_k}(1-2w)^{1-\pi_k}]^s \, dw}\right) \geq 0 \iff \frac{[y^{\pi_j}(1-2y)^{1-\pi_j}]^s}{\int_{1/3}^y [w^{\pi_j}(1-2w)^{1-\pi_j}]^s \, dw} \geq \frac{[y^{\pi_k}(1-2y)^{1-\pi_k}]^s}{\int_{1/3}^y [w^{\pi_k}(1-2w)^{1-\pi_k}]^s \, dw}.
\]

This last inequality holds if, for all \( w \) and \( y \) satisfying \( 1/3 < w \leq y < 1/2 \),

\[
\left(\frac{y(1-2w)^{\pi_j}}{w(1-2y)}\right)^{\pi_k} \leq \left(\frac{y(1-2w)^{\pi_k}}{w(1-2y)}\right)^{\pi_k}.
\]

This is true, since \( \pi_j < \pi_k \) and \( y(1-2w) \geq w(1-2y) \) for \( 1/3 < w \leq y < 1/2 \). We have demonstrated that the right hand side of equation (25) is decreasing in \( \omega \), as required.

Secondly, the convexity of \( G(\omega, s) \) follows directly: it is a convex function of a convex function.

Thirdly, we turn to the asymptotic behavior of the ratio of \( \log G(\omega, s) \) and \( s \) as \( s \to \infty \). Both the numerator and denominator vanish to zero, and so we apply l'Hôpital's rule here:

\[
\lim_{s \to \infty} \frac{\log G(\omega, s)}{s} = \lim_{s \to \infty} \frac{\partial}{\partial s} \log G(\omega, s) = \lim_{s \to \infty} \int_{1/3}^{1/2} \log[z^{\omega}(1-2z)^{1-\omega}] \frac{[z^{\pi}(1-2z)^{1-\omega}]^s}{G(\omega, s)} \, dz.
\]

The bracketed term in the right-hand side integrand is a density over \([1/3, 1/2]\). As \( s \to \infty \) it focuses all weight on \( z^*(\omega) \); the proof of this follows the technique used to prove Lemmas 1 and 2.

Fourthly, \( z^*(\omega) \) is straightforwardly the solution to the maximization problem. If \( \omega < \frac{1}{3} \) then \( z^*(\omega) = (1-\omega)/2 \) and \( g^*(\omega) \) is strictly decreasing; if \( \omega \geq \frac{1}{2} \) then \( g^*(\omega) \) is constant with respect to \( \omega \).

Finally, \( \pi_i < \min\{1/3, \pi_j\} \) implies (using results so far) that \( g^*(\omega) \) is strictly decreasing over the interval from \( \pi_i \) to \( \pi_j \), and so \( g^*(\pi_i) > g^*(\pi_j) \). Using the second claim of the lemma,

\[
\lim_{s \to \infty} \frac{\log G(\pi_i, s) - \log G(\pi_j, s)}{s} = \log g^*(\pi_i) - \log g^*(\pi_j) > 0
\]

\[
\Rightarrow \lim_{s \to \infty} \frac{G(\pi_i, s)}{G(\pi_j, s)} = \lim_{s \to \infty} \exp\left(s \frac{\log G(\pi_i, s) - \log G(\pi_j, s)}{s}\right) = \infty. \quad \Box
\]
**Proof of Proposition 3.** We begin with the case \( \pi_2 > \pi_1 > \pi_3 \). Using equation (7),

\[
\Lambda = \frac{1 - [G(\pi_2, s)/G(\pi_1, s)]}{1 + 2[G(\pi_3, s)/G(\pi_1, s)]} < \frac{1}{1 + 2[G(\pi_3, s)/G(\pi_1, s)]}.
\]

Candidate 3 is expected to place last, and so necessarily \( \pi_3 < \min\{1/3, \pi_1\} \). Lemma 5 applies, and so \( \lim_{s \to \infty} [G(\pi_3, s)/G(\pi_1, s)] = \infty \), and so \( \lim_{s \to \infty} \Lambda = 0 \) as claimed.

We now turn to the case where \( \pi_1 < \min\{\pi_2, \pi_3\} \), which of course implies that \( \pi_1 < \frac{1}{3} \). Lemma 5 applies again: \( \lim_{s \to \infty} [G(\pi_2, s)/G(\pi_1, s)] = \lim_{s \to \infty} [G(\pi_3, s)/G(\pi_1, s)] = 0 \Rightarrow \lim_{s \to \infty} \Lambda = 1 \).

**Proof of Proposition 4.** By inspection of equation (7), \( \Lambda \) is increasing in \( \pi_2 \) and decreasing in \( \pi_1 \); it is increasing in \( \pi_3 \) so long as \( G(\pi_1, s) > G(\pi_2, s) \), which holds because \( \pi_1 < \pi_2 \).

**Proof of Proposition 5.** The effect of \( d \) is discussed in the text. We focus here on the margin of victory. We begin with \( \pi_3 > \pi_2 > \pi_1 \). Taking the solutions for \( \pi \) in terms of \( m \) and \( d \) from equation (8):

\[
\frac{\partial \pi_1}{\partial m} = -\frac{1}{3}, \quad \frac{\partial \pi_2}{\partial m} = \frac{1}{3} \text{ and } \frac{\partial \pi_3}{\partial m} = \frac{2}{3}.
\]

Using equation (7),

\[
\Lambda = \frac{1 - [G(\pi_2, s)/G(\pi_1, s)]}{1 + 2[G(\pi_3, s)/G(\pi_1, s)]},
\]

\( \pi_2 > \pi_1 \) implies \( G(\pi_2, s) < G(\pi_1, s) \), and so \( \Lambda \) is decreasing in \( G(\pi_3, s)/G(\pi_1, s) \). From equation (32) an increase in \( m \) increases \( \pi_3 \) and lowers \( \pi_1 \); this reduces \( G(\pi_3, s) \) and raises \( G(\pi_1, s) \), and so \( \Lambda \) rises. To demonstrate the claim of the proposition we now differentiate and use equation (32) to obtain:

\[
\frac{\partial \log[G(\pi_2, s)/G(\pi_1, s)]}{\partial m} = \frac{1}{3} \left[ \frac{\partial \log[G(\pi_2, s)]}{\partial \pi_2} - \frac{\partial \log[G(\pi_1, s)]}{\partial \pi_1} \right] < 0.
\]

The inequality follows from the convexity of \( \log G(\pi, s) \) reported in Lemma 5 and the fact that \( \pi_2 > \pi_1 \). It follows that the numerator of \( \Lambda \) is increasing in \( m \). Next, we consider the case \( \pi_2 > \pi_3 > \pi_1 \), so that

\[
\frac{\partial \pi_1}{\partial m} = -\frac{1}{3}, \quad \frac{\partial \pi_2}{\partial m} = \frac{2}{3} \text{ and } \frac{\partial \pi_3}{\partial m} = -\frac{1}{3}.
\]

This time we write the incentive to vote strategically as

\[
\Lambda = 1 - \frac{2 + [G(\pi_2, s)/G(\pi_3, s)]}{2 + [G(\pi_1, s)/G(\pi_3, s)]}.
\]

Clearly, \( G(\pi_2, s)/G(\pi_3, s) \) is decreasing in \( m \). Now, using the convexity of \( \log G(\pi, s) \) again,

\[
\frac{\partial \log[G(\pi_1, s)/G(\pi_3, s)]}{\partial m} = \frac{1}{3} \left[ \frac{\partial \log[G(\pi_3, s)]}{\partial \pi_3} - \frac{\partial \log[G(\pi_1, s)]}{\partial \pi_3} \right] > 0.
\]

**Proof of Proposition 6.** We begin with \( \pi_3 > \pi_2 > \pi_1 \). Differencing the effect of \( d \) and \( m \):

\[
\frac{\partial \pi_1}{\partial d} - \frac{\partial \pi_1}{\partial m} = -\frac{1}{3}, \quad \frac{\partial \pi_2}{\partial d} - \frac{\partial \pi_2}{\partial m} = \frac{2}{3} \text{ and } \frac{\partial \pi_3}{\partial d} - \frac{\partial \pi_3}{\partial m} = -\frac{1}{3}.
\]

From this it follows that

\[
\frac{\partial [G(\pi_2, s)/G(\pi_1, s)]}{\partial d} - \frac{\partial [G(\pi_2, s)/G(\pi_1, s)]}{\partial m} < 0,
\]

and so the numerator of \( \Lambda \) in equation (33) is increasing in \( d - m \). Turning to the denominator,

\[
\frac{\partial \log[G(\pi_3, s)/G(\pi_1, s)]}{\partial d} - \frac{\partial \log[G(\pi_3, s)/G(\pi_1, s)]}{\partial m} = -\frac{1}{3} \left[ \frac{\partial \log[G(\pi_3, s)]}{\partial \pi_3} - \frac{\partial \log[G(\pi_1, s)]}{\partial \pi_3} \right] < 0.
\]
where the inequality comes once again from the convexity of \( \log G(\pi, s) \) in \( \pi \) and \( \pi_3 > \pi_1 \). Combining these observations, this implies that \( \Lambda \) is increasing in \( d - m \). For the case \( \pi_2 > \pi_3 > \pi_1 \),

\[
\frac{\partial \pi_1}{\partial d} - \frac{\partial \pi_1}{\partial m} = \frac{1}{3}, \quad \frac{\partial \pi_2}{\partial d} - \frac{\partial \pi_2}{\partial m} = \frac{1}{3}, \quad \text{and} \quad \frac{\partial \pi_3}{\partial d} - \frac{\partial \pi_3}{\partial m} = \frac{2}{3}.
\]

(40)

Inspecting \( \Lambda \) in equation (33), it is straightforward to see that the denominator is decreasing in \( d - m \). For the numerator, we again use the convexity of \( \log G(\pi, s) \):

\[
\frac{\partial \log[G(\pi_2, s)/G(\pi_1, s)]}{\partial d} - \frac{\partial \log[G(\pi_2, s)/G(\pi_1, s)]}{\partial m} = -\frac{1}{3} \left[ \frac{\partial \log G(\pi_2, s)}{\partial \pi} - \frac{\partial \log G(\pi_1, s)}{\partial \pi} \right] < 0,
\]

(41)

and so the numerator is increasing in \( d - m \).

Finally, we consider the effect of \( m \) when \( d \) is small. If \( \pi_3 > \pi_2 > \pi_1 \) the \( d = \pi_2 - \pi_1 \). Setting \( d = 0 \) yields \( \Lambda = 0 \); this does not change with \( m \). The stated result then holds by continuity. \( \Box \)

**Proof of Lemma 4 (for \( \psi = 1 \)).** Here, reference to voters is to the fraction \((1 - \pi_3)\) who dislike candidate 3 and so choose between candidates 1 and 2. Amongst those voters, and conditional on \( \theta \), we write \( v \) for the probability that a vote is cast for candidate 1: \( v = \Pr[\log(u_1/u_2)] + \hat{b} \theta \geq 0 | \theta \). Now, note that

\[
\log \left( \frac{u_1}{u_2} \right) + \hat{b} \theta = (\sigma + b)\theta + (\sigma + b)\eta + \sigma \varepsilon \sim N \left( (\sigma + b)\theta, \frac{(\sigma + b)^2 + (\alpha - 1)\sigma^2}{\alpha} \right)
\]

(42)

\[
\Rightarrow \quad v = \Phi \left( (\sigma + b)\theta \sqrt{\frac{\alpha}{(\sigma + b)^2 + (\alpha - 1)\sigma^2}} \right)
\]

(43)

\[
\Rightarrow \quad \theta = \frac{\Phi^{-1}(v)}{\sigma + b} \sqrt{\frac{(\sigma + b)^2 + (\alpha - 1)\sigma^2}{\alpha}}
\]

(44)

and

\[
\frac{dv}{d\theta} = (\sigma + b) \sqrt{\frac{\alpha}{(\sigma + b)^2 + (\alpha - 1)\sigma^2}} \phi \left( (\sigma + b)\theta \sqrt{\frac{\alpha}{(\sigma + b)^2 + (\alpha - 1)\sigma^2}} \right)
\]

\[
= (\sigma + b) \sqrt{\frac{\alpha}{(\sigma + b)^2 + (\alpha - 1)\sigma^2}} \phi (\Phi^{-1}(v))
\]

(45)

(46)

where \( \Phi(\cdot) \) and \( \phi(\cdot) \) are the standard normal distribution and density. Consider a voter with a signal \( \hat{\theta} \), and write \( g(\theta | \hat{\theta}) \) and \( h(v | \hat{\theta}) \) for the densities of her posterior beliefs about \( \theta \) and \( v \). These densities are related: \( h(v | \hat{\theta}) = g(\theta | \hat{\theta})/(dv/d\theta) \), where \( \theta \) and \( v \) are related by equation (44). That is,

\[
\frac{h(v | \hat{\theta})}{\phi(\Phi^{-1}(v))} = \frac{g(\theta | \hat{\theta})}{\phi(\Phi^{-1}(v))} \quad \text{where} \quad \theta = \frac{\Phi^{-1}(v)}{\sigma + b} \sqrt{\frac{(\sigma + b)^2 + (\alpha - 1)\sigma^2}{\alpha}}
\]

(47)

Define \( \nu^\dagger = \pi_3/(1 - \pi_3) > \frac{1}{2} \) to be the coordination required to defeat candidate 3. Using the techniques used to prove Lemma 1, we can show that \( \lim_{n \to \infty} n \Pr[x_1 = x_3 > x_2] = \lim_{n \to \infty} n \Pr[x_1 = x_3 - 1 > x_2] = h(v^\dagger | \hat{\theta}) \), and similarly \( \lim_{n \to \infty} n \Pr[x_2 = x_3 > x_1] = \lim_{n \to \infty} n \Pr[x_2 = x_3 - 1 > x_1] = h(1 - v^\dagger | \hat{\theta}) \).

We note that \( \Phi^{-1}(1 - v^\dagger) = -\Phi^{-1}(v^\dagger) \), and \( \phi(\Phi^{-1}(1 - v^\dagger)) = \phi(\Phi^{-1}(v^\dagger)) \). Hence,

\[
\frac{h(v^\dagger | \hat{\theta})}{h(1 - v^\dagger | \hat{\theta})} = \frac{g(\theta^\dagger | \hat{\theta})}{g(-\theta^\dagger | \hat{\theta})} \quad \text{where} \quad \theta^\dagger = \Phi^{-1}(v^\dagger) \sigma + b \sqrt{\frac{(\sigma + b)^2 + (\alpha - 1)\sigma^2}{\alpha}}.
\]

(48)

Next, we turn to the density \( g(\theta | \hat{\theta}) \). Recall that \( \theta | \hat{\theta} \sim N(\hat{\theta}, (1/\alpha)) \), and so

\[
g(\theta | \hat{\theta}) \propto \exp \left( -\frac{\alpha(\theta - \hat{\theta})^2}{2} \right) \Rightarrow \log \frac{g(\theta | \hat{\theta})}{g(-\theta | \hat{\theta})} = \frac{\alpha(\theta + \hat{\theta})^2 - \alpha(\theta - \hat{\theta})^2}{2} = 2\alpha \theta \hat{\theta}.
\]

(49)
Putting all of our observations together,
\[
\lim_{n \to \infty} \log \frac{\Pr[x_1 = x_3 > x_2 | \hat{\theta}]}{\Pr[x_2 = x_3 > x_1 | \hat{\theta}]} = \log \frac{h(v^\dagger | \hat{\theta})}{h(1 - v^\dagger | \hat{\theta})} = 2\hat{\theta} \Phi^{-1}(v^\dagger) \sqrt{\alpha + \frac{\alpha(\alpha - 1)\sigma^2}{(\alpha + b)^2}},
\]
which yields the main claim of the lemma; the other claims are by inspection.

Proof of Proposition 7. Existence and uniqueness are discussed in the text: specifically, \(B(b)\) is decreasing and satisfies \(B(0) > 0\) and so there is a unique solution \(b^* = B(b^*)\). The various comparative-static claims follow directly from the response of the function \(B(b)\) to changes in the parameters.

Proof of Proposition 8. The comparative-static claims with respect to \(m\) and \(d\) are reported and proven by Myatt (2007). The additional result, regarding the negligible effect of marginality when the distance from contention is small, follows from the argument given in the main text.
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